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Lecture outline

Mixed sensitivity minimization

General H∞ norm minimization problem

µ-synthesis via DK iterations
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Classical vs. modern methods

Classical methods require that you know what you want and how
to achieve it.

Modern methods require that you only know what you want.
Don’t bother with how to achieve it.
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How to express what you want
The already known condition of robust performance under
multiplicative uncertainty∥∥∥∥[WpS

WT

]∥∥∥∥
∞
< 1

Turn into optimization task (and solve using mixsyn())

min
K stabilizing

∥∥∥∥[WpS
WT

]∥∥∥∥
∞

Or more generally

min
K stabilizing

∥∥∥∥∥∥
 W1S
W2KS
W3T

∥∥∥∥∥∥
∞

The middle term penalizes control (similarly as R term in LQ
optimality criterion

∫
(xTQx + uTRu)dt).
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Two-term S/KS mixed sensitivity problem
When no tracking is needed

min
K stabilizing

∥∥∥∥[ W1S
W2KS

]∥∥∥∥
∞
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Another intepretation of S/KS mixed sensitivity
minimization - tracking
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Two-term S/T mixed sensitivity problem
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Constraint on W s

Filters must be stable and proper. Wp(s) = 1
s should be modified

to Wp(s) = 1
s+ε and Wu = 1 + τus should be modified to

Wu = 1+τus
1+ τu

α
s , α >> 1.
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Ex: Mixed sensitivity (himat)
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Formulation of control design problem using signal
interpretation of H∞ system norm

Recall

‖G‖∞ = sup
u∈L2\∅

‖y‖2

‖u‖2

Formulate the generalized plant P such that it makes sense to
minimize

min
K stabilizing

‖Fl(P,K )‖∞

by searching among stabilizing controllers K .

Generalized

plant


Controller


Exogenous inputs
 Regulated outputs


Solve using hinfsyn() in Matlab. Also functions in Scilab, Octave,
Slicot, Mathematica, Maple, ...
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Typical desig problem solved by general H∞ system norm
minimization

d

r

n

− z1

z2

u y

Wn

W i

Wd
Gd

G

Wref

yref

K

Wu

We

rs

11 / 20

Mixed S/KS sensitivity cast as general H∞ problem

P =

[
P11 P12

P21 P22

]
For disturbance rejection

P11 =

[
W1

0

]
; P12 =

[
W1G
−W2

]
; P21 = −I ; P22 = −G

For tracking

P11 =

[
W1

0

]
; P12 =

[
−W1G
W2

]
; P21 = I ; P22 = −G
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Conditions of existence of H∞ optimal controller

P(s) =

 A1 B1 B2

C1 D11 D12

C2 D21 D22


Conditions for existence of K minimizing ‖Fl(P,K )‖∞

1. system (A,B2,C2) is stabilizable and detectable,

2. matrices D12 and D21 are full rank, otherwise the controller
has high gain at high frequency (nonproper),

3. matrix

[
A− jωI B2

C1 D12

]
full column rank for all ω,

4. matrix

[
A− jωI B1

C2 D21

]
full row rank for all ω (to prevent low

damped poles of the controller),

5. D11 = 0 and D22 = 0. Not necessary. Simplifies solution.
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Algorithm for solving the H∞ optimization

Search for a positive definite X∞ ≥ 0 and Y∞ ≥ 0 solving

ATX∞ + X∞A + CT
1 C1 + X∞(γ−2B1B

T
1 − B2B

T
2 )X∞ = 0

AY∞ + Y∞AT + B1B
T
1 + Y∞(γ−2CT

1 C1 − CT
2 C2)Y∞ = 0

such that <λi (A + (γ−2B1B
T
1 − B2B

T
2 )X∞) < 0, ∀i and

<λi (A + Y∞(γ−2CT
1 C1 − CT

2 C2)) < 0, ∀i and satisfying

ρ(X∞Y∞) < γ2
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All stabilizing controllers given by LFT K = Fl(Kc ,Q), where Kc is

Kc(s) =

 A∞ −Z∞L∞ Z∞B2

F∞ 0 I
−C2 I 0


F∞ = −BT

2 X∞, L∞ = −Y∞CT
2 ,Z∞ = (I − γ−2Y∞X∞)−1

A∞ = A + γ−2B1B
T
1 X∞ + B2F∞ + Z∞L∞C2

and Q(s) is an arbitrary stable transfer function satisfying
‖Q‖∞ < γ. For Q = 0

K (s) = Kc11(s) = −Z∞L∞(sI − A∞)−1F∞

Central regulator, same order as P.
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Structure of H∞ optimal controller

Central controller can be, similarly as LQG controller, separated
into estimator

˙̂x = Ax̂ + BT
1 γ−2BT

1 X∞x̂︸ ︷︷ ︸
ŵworst

+B2u + Z∞L∞(c2x̂ − y)

and state feedback
u = F∞x̂

Compared to Kalman filter: extra term B1ŵworst, where ŵworst can
be interpretted as an estimate of worst case disturbance.
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Design for robust stability with structured uncertainty

Condition of robust stability

supωµ∆̂ (N(jω)) = sup
ω
µ∆̂ (Fl(P(jω),K (jω))) < 1

where

∆̂(s) =


∆1(s) 0

∆2(s)
. . .

∆k(s)
0 ∆P(s)


Control design formulated as

min
K stabilizing

sup
ω
µ∆̂ (Fl(P(jω),K (jω)))
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D-scaling and interpolation
Related (feasible) optimization problem using upper bound on µ

min
K stabilizing︸ ︷︷ ︸

K step

min
D stable and min. phase︸ ︷︷ ︸

D step

‖DND−1‖∞

Outcome of D-scaling: constant matrices Di , i = 1, 2, . . . , 1000.
Interpolation to obtain stable and minimum phase D(s).

Theorem (Bode’s relationship between magnitude and phase
responses)

For scalar stable and minimum phase G normalized such that
G (0) > 0

∠G (jωl) =
2ωl

π

∫ ∞
0

ln |G (jω)| − ln |G (jωl)|
ω2 − ω2

l

dω

In Matlab: fitmagfrd()
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DK iterations

1. Set initial values of the scaling filters in
D(s) = diag(d1(s), d2(s), . . . , dk(s), dP(s)I ) to I

2. Scale the system diag(D, I )Pdiag(D, I )−1 and find K
minimizing ‖DND−1‖∞, where N = Fl(P,K )

3. Find Di , i = 1, 2, . . . , k matrices for a set of k frequencies ωi

4. Interpolate Di , i = 1, 2, . . . , k with stable and minimum phase
D(s)

5. If µ < 1 or if it did not change since the last iteration step,
finish, otherwise go to step 2.

In Matlab: dksyn()
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Critical points in DK iterations

I Nonconvex task, convergence not guaranteed

I Order of the interpolating filters D(s) adds to the order of the
controller

I µ and H∞ methodologies focus on worst case, the more
deltas the more conservative design
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